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Stochastic Differential Equations
Homework Sheet 11 - solutions

Problem 1. Recall the following definition:
Definition 0.1. Let Vy(S,T) be the class of functions

(t,w) — f(t,w) Ry xQ—=R (1)
such that

(i) fis B(Ry) x F-measurable.

(ii’) There exists a filtration {H; }ier, s.t. (B, He)eer, is a martingale and f is {H; }ier, -
adapted.

(i) B[ [q f(t, -)2dt] < oo.

In the context of this definition a function ¢ € V/(S,T') is called elementary if it has the
form

p(t,w) = Z ej(w)X[tj,tjﬂ)(t)a (2)
Jj=0
where e; is H; -measurable. Prove the following generalization of the It6 lemma:

Lemma 0.2. If ¢ € V4 (S, T) is elementary, then

E[(/jw, »d&(»)z] —E[/:so@, et 3)

Hint: You can use without proof, that for any filtration {H;}cr, , for which (B, Hy)ier,
is a continuous martingale, (B? — ¢, H;)ser . is also a martingale (cf. Baldi "Stochastic
calculus", Theorem 5.16, Example 5.4).

Solution. Put B; := B;,, AB; := Bj;; — B; and H; := H;, as shorthand notations.
Then, we have

0 it i,

Bt —t;) if i=j (4)

Let us justify the first line, supposing that ¢« < j. To this end, we first show in steps that
eie;AB; is H;-measurable:



e By adaptedness, e; is H;-measurable.
e ¢; is H;-measurable, hence H ;-measurable, since H; C H;.

e Regarding AB; = B, 1 — B;, since (B, H;)ier, is a martingale, B, is H,;-measurable.
Since ¢ + 1 < j, we have that B,;;; is H; measurable. So AB; is H;-measurable.

Now that we know, that e;e;AB,; is H,;-measurable, let us write, using the tower property
E[eiejABiABj] =F [E[GZBJABZABJ |H3H
:E[elejABzE[ABerj]], (5)
where in the last step we used the property
E[XY|G] = XE[Y|G] if X is G-measurable. (6)
Now we check that E[AB;|H;] = E[Bj+1|H;| — E[Bj|H;] = 0. In fact, by the martingale
property of (ii’),
E[Bj1[H,] = Bj = E[B;|H,], (7)
where in the last step we used again (6). Thus we checked the first line in (4).
Regarding the second line of (4), we write, analogously to (5):

Elej(AB))*] = E[E[e;(AB;)*|H,]]
=E[e; E[(AB;)*|H;]]. (8)
Now we use the martingale property of (ii’) and from the hint to compute E[(AB;)?|H,]:
E(AB; ;)= EIB2,, — 2B;s1B; + B2,
= E[B},1|M;] — 2B;E[Bji|[H;] + B;
=151+ E[(Bi, — tj41)|M;] — 2B, E[Bj 1 [H,] + B;
=tjt1 — 1y, (9)

where in the second step we used (6) and in the last step the hint and the martingale
property. This gives the second line in (4).

Now we complete the proof like in the version of the lemma for V(S,T'). On the one hand,
T 2
E K/ gde) ] = Eleie;ABAB;] Z E[e?](tjs1 —t;). (10)
S v

On the other hand

E[/ST (t, th] [2/ e300 )dt}

7>0
{Zleﬂ tjt1 — ] ZE ’61| tiv1 — 1) (11)
Jj=0 j>0



Problem 2. Let (9, {H;}ier, F, P) be a filtered probability space. Let 7: Q — T be a
stopping time, i.e. {7 <t} C H, for any t € T.

(a) Show that for any s € T also 7(-) A s := min(7(-), s) is a stopping time.
(b) Show that the stopping time 7 A s is bounded by s. That is, P(T As < s) = 1.

Solution. Regarding (a), consider the set

Ari={weQ:r(w)As <t}
={we:7Ww)<s,T(W)As<t}U{we: 7(w)>s1(w)As <t}
={we:7w) <s,7w) <t}U{we: 7(w)>s,s<t}
={weQ:7w) <sAt}U{we : 7(w) > s,s < t}. (12)

First, suppose that t < s. Then
Ay ={weQ: 7(w) <t} € Hy, (13)
since T is a stopping time. Now suppose t > s. Then
A ={weQ : 7(w) <stU{weQ: 7(w)>s}t=Q¢eH,, (14)
by definition of the o-algebra.
As for (b), we have {7 A s < s} = A, = Q by (14). Hence P(T1 As <s) = 1.
Problem 3. Let X € L>(Q, F,P) and Y € L'(Q, F, P). Show that
EX -Y|H|= X - E[Y|H], (15)

if X is H-measurable. (Recall that in the lecture we covered X € L*({), F,P),Y €
L3, F,P) and XY € L*(Q, F, P).)

Solution. By the defining property of conditional expectations and considering that
XY € LY(Q, F, P)

/ E[Y X[H]dP = / XYdP. (16)
H H
On the other hand

/YE[X|H]dP:11ch§”>/ X E[X|H]dP
=lim Y ™ / E[X|H]dP
1 Z it [X[H]
=lim CE"’/
net,

where we replaced the essentially bounded function Y by a bounded function under the
integral (by correcting it on a set of P-measure zero) and approximated it pointwise from
below by step functions of sets from H. (This is possible, since Y is H-measurable).
Then we applied the dominated convergence and the defining property of conditional
expectations. By comparing (16) and (17) we conclude by the P-a.s. uniqueness.

XdP = / XYdP, (17)
H

nH™
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Problem 4. Let f € V(0,T") be such that
for s,t € [0,T]. Show that the following limit exists in L?(P)
T
Af@ﬂ&ag%yw»mm. (19)
Check that f(t,w) = g(Bi(w)) for any bounded, continuous function g : R — R satisfies

(18).

Remark 0.3. Since f € V(0,7) we know already that the Lh.s. of (19) exists as an
L?-limit of elementary functions. But we do not know yet if the particular choice on the

r.h.s. of (19) does the job.
Note that for f(t,w) = By(w)? we verified (19) already in HS8, Problem 5.

Solution. We set f,(¢, ) = Zj (5, )X, (F)
E{ }5Aﬂwwwnmww
zzleWmmﬁmwﬂﬁ

<> sup o B[|f(u ) = flo )Pt — 1)

Amn%nm%&

G wvEltyitjsa]
=T sup Bl f(u, ) = f(v, )] — 0,
u,v€[0,T],|lu—v|<2— ™ n—o00

since continuous function (valued in any metric space) on a compact set is uniformly
continuous. In our case we have a function [0,7] > u — f(u,-) € L?*(P) and, by
assumption, we have continuity in the respective metric topologies.

Regarding the last question, by continuity of ¢ — ¢(B;), dominated convergence gives

lim E[|g(B,) — g(B)*] =0, (20)

s—1

which verifies (18).

To be discussed in class: 16.01.2026



