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Problem 1. Show that
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|z|2 = d(d+ 2), (1)

where |z|2 :=
∑d

i=1(zi)
2. Conclude that for R-valued random variable Z ∼ N(0, σ2) we

have E(Z4) = 3σ2.

Problem 2. Let Y ∼ N(0, 1) and set for some a > 0

Z = Y χ{|Y |≤a} − Y χ{|Y |>a}. (2)

Show that also Z ∼ N(0, 1). Also, show that Y + Z is not normal, hence X = (Y, Z)
is not a multi-normal random variable. (In this exercise non-degenerate (multi-)normal
distributions are meant).

Notation: χ{|Y |≤a} denotes the following characteristic function:

Ω ∋ ω 7→ χA(ω) =

{
1 if ω ∈ A,

0 if ω /∈ A
(3)

for A := { ω̃ ∈ Ω : |Y (ω̃)| ≤ a }. The function χ{|Y |>a} is defined analogously.

Problem 3. Suppose Xk : Ω → Rd are normal for all k and Xk → X in L2(Ω), i.e.

E[|Xk −X|2] → 0 as k → ∞. (4)

Show that X is normal.

Problem 4. Let {Xn}n≥1 and X be random variables on a common probability space.
We say that Xn converges in probability to X, written Xn

P−→ X, if for every ε > 0,

lim
n→∞

P (|Xn −X| > ε) = 0.

Show that if Xn → X in L2(Ω), then Xn
P−→ X. Hint: Use the Chebyshev’s inequality

from HS2, Problem 3.
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Problem 5. Let {Bt}t∈R+ be d-dimensional Brownian motion, d ≥ 3, starting at x. Let
K ⊂ Rd be a bounded Borel set and T > 0. Then the random variable

Ω ∋ ω 7→
∫ T

0

χ{ω̃∈Ω:Bt(ω̃)∈K}(ω)dt (5)

denoted in short-hand notation ∫ T

0

χ{Bt∈K}dt (6)

is the time this stochastic process spends in K up to the ‘time horizon’ T . Show that

lim
T→∞

Ex

[ ∫ T

0

χ{Bt∈K}dt

]
=

∫
K

G(x, y)dy, (7)

where G(x, y) := cd
|x−y|d−2 for some cd > 0.

To be discussed in class: 24.10.2025
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